Comparing Two Means

Our goal is to compare the mean responses to two
treatments, or to compare two population means (we
have two separate samples).

We assume both populations are normally distributed
(or “nearly” normal).

We’re typically interested in the difference between the
mean of population 1 ().1) and the mean of population 2

(T5)

We may construct a CI for p; — p2 or perform one of
three types of hypothesis test:

Ho: i = p2 Ho: i =2 Ho: i = W2
Ha: W # p2 Ha: i <2 Ha: i > o

Note: Ho could be written Hy: py — 2 = 0.
The parameter of interestis A, — M4
Notation:

X1 = mean of Sample 1

X, = mean of Sample 2
o1 = standard deviation of Population 1

o2 = standard deviation of Population 2
s1 = standard deviation of Sample 1



s> = standard deviation of Sample 2
np = size of Sample 1
n2 = size of Sample 2

The point estimate of p; — 1 is

This statistic has standard error
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Since the data are normal, we can use the t-procedures
for inference.

Case I: Unequal population variances (6.2 # %)

In the case where the two populations have different
variances, the t-procedures are only approximate.

Formula for (1 - a)100% CI for p; — p; is:
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where the d.f. = the smaller of n; — 1 and n; — 1.
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To test Ho: 1 = pa, the test statistic is:
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where the d.f. = the smaller of n; — 1 and n; - 1.
Case II: Equal population variances (6,2 = 6,?)

In the case where the two populations have equal
variances, we can better estimate this population
variance with the pooled sample variance:

_(n - 1)512 +(n, — l)sg'

A}

S

n, +n,—2

Our t-procedures in this case are exact, not
approximate.



Formula for (1 — a)100% CI for p; ~ W is:
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To test Hy: py = L2, the test statistic is:

28 2
S
> + —L-

N { N 2
H._ Rejection region P-value
i # a2 [<-tap orit>tyn 2*(tail area)
L < [ <-ty left tail area
L > W >ty right tail area

where the d.f. =n; + n - 2.



Example: What is the difference in mean DVD prices at
Best Buy and Walmart?

Let py = mean DVD price at Best Buy and
let p, = mean DVD price at Walmart.

Find 99% CI for p; — .

Randomly sample 28 DVDs from Best Buy:
X1 =17.93, 51 = 10.22, 5:* = 104.45, n; = 28.
Randomly sample 20 DVDs from Walmart: X

X2 =25.70, 5, = 11.35, 52> = 128.82, 112 = 20. for

Does 612 = 6,2? Could test this formally using an F-test Sz

(Sec. 9.5) or could simply compare spreads of box plots
for samples 1 and 2.

When in doubt, assume 6> # ;2. Let’s assume ¢% # 5,2
here.

X =X, 217,93 — 25,70

99% CI for puy — u2:
() H1 — U2 = —7.77

l—x= .19 = x=.0| > % = pos
= [04.15
=12%.82

T oos (IC? A‘CD = 2.36| (‘t*t&“&)
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(—16.89 [.35)
Interpretation: We are 99% confident that Best Buy’s

mean DVD price is between $16.89 lower and $1.35
higher than Walmart’s mean DVD price.

Test: Ho: pu=p2 vs. Ha: pu<p2 (at o =.10)
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Inference about Two Proportions (Sec. 9.4)

We now consider inference about p; — p», the difference
between two population proportions.

ey N
Point estimate for p; — p; is Pt — P2

For large samples, this statistic has an approximately
normal distribution with mean p; — p; and standard

p(1-p) + p.(1-p,)

deviation \/

Soa (1-a)100% CI for p; —pa is

(F—F t 2 || PO P (1= o)
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P = sample proportion for Sample 1

P> = sample proportion for Sample 2
n; = sample size of Sample 1
n; = sample size of Sample 2

Requires large samples:
(1) Need ny =20 and n; = 20.

(2) Need number of “successes” and number of
“failures” to be 5 or more in both samples.
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