STAT 703 - Problems for Week of April 11th-15th

From Chapter 10:

One of the issues that is sometimes difficult is choosing which distribution to model data with.   For example, if data starts at some lower value and then increases without bounds we might choose lognormal, gamma, or even F.  Once we choose a distribution we often have a choice of many possible parameter estimates to work from.  Simply using a whole bunch of Q-Q plots can leave it pretty ambiguous.

The following code estimates the F distribution using MoM, the gamma using both MoM and MLE, and the log-normal by transforming to a normal and using the standard estimates.  It then calculates the Kolmogorov-Smirnov test statistic and p-value.  You should be able to pick out the closest distribution from the output.

whichdist<-function(x){
D<-pval<-par1<-par2<-rep(0,4)
n <- length(x)
m <- mean(x)
v <- var(x)
r2 <- 2*m/(m-1)
r2<- max(r2,0.1)
r1 <- (2*r2^3-4*r2^2)/(v*(r2-2)^2*(r2-4)-2*r2^2)
r1<-max(r1,0.1)
D[1]<-ks.test(x,y="pf",df1=r1,df2=r2)$statistic

pval[1]<-ks.test(x,y="pf",df1=r1,df2=r2)$p.value

lmom <- m/((n-1)/n*v)
amom <- m^2/((n-1)/n*v)

D[2]<- ks.test(x,y=”pgamma”,shape=amom,rate=lmom)$statistic
pval[2]<- ks.test(x,y=”pgamma”,shape=amom,rate=lmom)$p.value

ngamloglike<-function(pars,data){

  a<-pars[1]

  l<-pars[2]

  n<-length(data) 

  -1*(n*a*log(l)+(a-1)*sum(log(data))-l*sum(data)-n*lgamma(a)) 

  } 

mleests<-optim(c(amom,lmom),ngamloglike,data=x)$par

amle<-mleests[1]

lmle<-mleests[2]
D[3]<- ks.test(x,y="pgamma",shape=amle,lmle)$statistic

pval[3]<- ks.test(x,y="pgamma",shape=amle,lmle)$p.value

ml <- mean(log(x))
sdl <- sqrt(var(log(x)))
D[4]<- ks.test(x,y="plnorm",meanlog=ml,sdlog=sdl)$statistic

pval[4]<- ks.test(x,y="plnorm",meanlog=ml,sdlog=sdl)$p.value
par1<-c(r1,amom,amle,ml)

par2<-c(r2,lmom,lmle,sdl)

output<-cbind(par1,par2,D,pval)
rownames(output)<-list("f distribution","gamma (moments)","gamma (mle)","lognormal")

round(output*1000)/1000

}

For example:

x<-rgamma(1000,3,5)

whichdist(x)

x<-rlnorm(1000,5,8)

whichdist(x)

1)  Imagine that we just used the part of the code above for the MoM estimator for the gamma and its test.    Why isn’t the p-value testing the null hypothesis “the distribution of the data is gamma”?

2) Say we are using the above code and get the output:

> whichdist(x)

                  par1  par2     D  pval

f distribution   0.100 0.100 0.482 0.000

gamma (moments)  3.039 4.984 0.024 0.611

gamma (mle)      3.095 5.075 0.021 0.753

lognormal       -0.665 0.613 0.055 0.005

What is with looking at the four tests here and concluding “we accept the null hypothesis that the data comes from an gamma distribution with parameters 3.095 and 5.075 with a p-value of 0.753.” 

3)  If you try this with an F distribution, say using x<-rf(1000,3,5), several times you will find that the F doesn’t always seem to work well.  For example, on one run I got:

> x<-rf(1000,3,5)

> whichdist(x)

                  par1  par2     D  pval

f distribution   4.040 5.594 0.049 0.017

gamma (moments)  0.422 0.271 0.216 0.000

gamma (mle)      0.972 0.624 0.055 0.005

lognormal       -0.154 1.176 0.047 0.023

Any idea what could be going on with the part that checks the F?  (Yes, the formula for the MoM estimator is correct).

4)  For a sample of size 5 I got that all 4 distributions were accepted!  What is going on here?

> whichdist(x)

                  par1  par2     D  pval

f distribution  17.128 5.757 0.373 0.123

gamma (moments)  0.800 0.522 0.175 0.919

gamma (mle)      0.607 0.396 0.125 0.998

lognormal       -0.590 1.809 0.154 0.971

5) If the sample size is really huge and you are using it on real data, why does it make sense to simply ignore the p-values and take the one with the smallest D?

