STAT 703/J703 – Spring 2007 - Take Home Exam 1 

Due by 3:45pm, Tuesday, January 27th 

Answer 10 of the 11 following questions (I will grade your best 10).  Show all of your work for credit.

There are no “trick” questions, but some are decidedly easier than others.

You may not consult with anyone else on these problems; please contact me if you have any.
Questions 1-7 deal with the distribution that has pdf f(x)=(1/)x(1-)/ for 0 < x <1 where  > 0.   Note that this is actually a Beta distribution with parameters =1/ and =1.  Below is a random sample of 14 that supposedly comes from such a distribution.

0.01

0.11

0.19

0.34

0.34

0.37

0.41



0.43

0.76

0.77

0.81

0.82

0.83

0.89

1) Find the formula for the method of moments estimator for  and its value for the above sample.
2) Find the formula for the maximum likelihood estimator for  and its value for the above sample.

3) Find the asymptotic variance of the mle of .
4) Construct an approximate 95% confidence interval for  for the above data set using the asymptotic properties of the mle.
5)  Use the parametric bootstrap to estimate the bias and standard deviation of the mle for  for a sample of size 10 from this distribution with the value of  you found in (2).   (Note: Recall this distribution is a beta distribution with parameters 1/ and 1).
6) Construct a q-q plot to check if the sample seems to come from this type of distribution.  Does it?  If not, briefly describe why not in terms of how the data appears in comparison to the shape of the distribution.  (e.g. the data is more skewed left, more skewed right, has heavier tales, etc…)

7) Imagine that someone believes the above data set comes from a beta distribution, but not one where =1.  In this case we might want to find the MLE’s for both  and  for this data set.   This could be annoying to do because the pdf involves gamma functions.   We could still find the answer numerically using R.  Use optim to estimate the mle.   [Notice that you can write the log-likelihood in R as: sum(log(dbeta(x,alpha,beta))) and that the work you did above provides a good idea of starting values to use].
Questions 7-8 consider the shifted exponential distribution that has pdf f(x)=e-(x-) where  ≤ x <∞.  This distribution has mean a + (1/) and variance 1/2.  
8)  Find the method of moments estimators for this distribution.

9)  Find the maximum likelihood estimators for this distribution.  (Hint:  Where are the possible places a maximum can occur?)

10)  Having the properties of consistency and asymptotic normality are often viewed as very important properties of estimators by statisticians.   In one sentence, explain why these properties are not particularly useful for analyzing the data set in 1-7.

11)  Many introductory statistics texts make an analogy between hypothesis testing and a criminal trial.  They also say that it is bad to “accept” the null hypothesis because if you tested it again with more data you might then be able to reject it.  What concept would this gathering of more data after the test be analogous to in the criminal trial? Is it allowed?
