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Today

» Sections 1.2 -1.3:
Sample Spaces & Probability

+ Sections 1.5-1.6:
Conditional Probability & Independence
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Chapter 1 — Probability (continued)

One way of defining the probability of an
event is:

The probability of an event is the
proportion of times (relative frequency)
that the event is expected to occur
when an experiment is repeated a large
number of times under identical
conditions.
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This is the “frequentist” idea that we will
use to connect our theoretical
probability constructions to reality.
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Experiment — A procedure or process that
produces results that cannot be
predicted with certainty.

A fair coin is flipped twice.
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Sample Space — The set Q of all the
possible outcomes (sample points) o of
the experiment.

{(HR), (HT), (TH), (TT)}

Sample spaces can be either discrete or
continuous.
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An event (usually denoted by capital
letters at the beginning of the alphabet)
is a set of sample points.

A=Exactly one Head = {(HT),(TH)}
=First fljp was a Head = {(HH),(HT)}

We will discuss several particular kinds of
events later.
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A probability measure on Q is a function,
P, from (events) subsets of Q to the
real numbers (0 to 1)

satisfying the following three axioms:
1. P(Q) =1
2. P(A) > 0 for any event A (cQ)
3. If A, and A, disjoint, then
P(AU Ay) = P(A)) + P(A,).

IfA,,...,A,,... are mutually disjoint, then
P(A VAU VA U) =X P(A)).

i=1 to o
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The coin flipping example is discrete, so we
can define the probability measure by
giving a probability to each of the sample
points so that the sum is 1.

P(HH)=P(HT)=P(TH)=P(TT)=0.25
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We would get the probability of the events A
and B simply by adding the probabilities
assigned to their sample points.

A=Exactly one Head = {(HT),(TH)}
PA)Y=Ya+ Y=Y

B=First flip was a Head = {(HH),(HT)}
PB)=Ya+ V="
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Fundamental Types of Events

« Complement- “not” AC

* Null Event- ¢

* Intersection- “and” n
AnB=¢ — “disjoint”
e Union- “or” —inclusive u
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Properties of Probability (obtained from
the three axioms)

A. P(A) =1-P(A).

B. P(¢)=0

C. If AcB, then P(A) < P(B).
Proof: Since B=Au(BnAC°),
P(B)=P(A)+P(BnAC)>P(A).

D. Addition Law:
P(AuB) = P(A) + P(B) — P(AnB).
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Conditonal Probability

For two events A and B with P(B)>0

Define the probability of A given B as

P(A|B) = P(AnB)
P(B)
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A=Exactly one Head = {(HT),(TH)}
=First flip was a Head ={(HH),(HT)}

P(AIB) = P(AnB) | P(B)
= P(HT)/P(B)
=%l =%
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Multiplication Rule

P(AnB) = P(A|B) P(B)
or =P(B|A) P(A)
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Independence

Definition: Two events A and B are
independent if

P(A|B)=P(A) and P(B|A)=P(B)
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Note that if P(B)>0 then
P(A|B)=P(A) implies that P(B|A)=P(B)
by the multiplication rule:

P(A[B)=P(A)
> P(A nB) =P(A|B)P(B)
=P(A)P(B)
= P(BIA)P(A)
= P(B|A)=P(B)
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Definition: A, ..., A, are mutually
independent events if and only if for
every subcollection A, ..., A, of size
k=2, ..., n.

P(AinAp 0 nAy) = P(Aiy) P(Ap) ~P(Ay)
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