The following code analyzes the bear data using principal components on the correlation matrix:

> bears<-read.table("http://www.stat.sc.edu/~habing/courses/data/bears.txt",head=T)

> beardat<-bears[,3:7]

> bears.pca<-princomp(beardat,cor=T)

> summary(bears.pca)

Importance of components:

                          Comp.1     Comp.2     Comp.3     Comp.4     Comp.5

Standard deviation     2.0777385 0.61455477 0.38299289 0.30941739 0.25080408

Proportion of Variance 0.8633994 0.07553551 0.02933671 0.01914782 0.01258054

Cumulative Proportion  0.8633994 0.93893493 0.96827164 0.98741946 1.00000000

> print(loadings(bears.pca),cutoff=0)

Loadings:

        Comp.1 Comp.2 Comp.3 Comp.4 Comp.5

Head.L   0.455 -0.290 -0.515  0.531  0.403

Head.W   0.405  0.860 -0.254 -0.170  0.060

Neck.G   0.463  0.055  0.449  0.504 -0.572

Length   0.452 -0.394 -0.326 -0.583 -0.441

Chest.G  0.459 -0.139  0.602 -0.309  0.558

To find out how much of Head Length is explained by the first three principal components  we could find the R-squared value from a regression to predict Head.L (on the left side of the ~ in the R code) from the three components  (indicated in the code by the [,1:3] for first three columns from the predicted values).

> summary(lm(beardat$Head.L~predict(bears.pca)[,1:3]))$r.squared

[1] 0.962803
So 96.3% of the variability in Head Length is explained by the first three principal components (the R-squared in multiple regression is interpreted the same as in simple linear regression… just with more than one x-variable).
Repeating this, we get that 

> summary(lm(beardat$Head.W~predict(bears.pca)[,1:3]))$r.squared

[1] 0.997

> summary(lm(beardat$Neck.G~predict(bears.pca)[,1:3]))$r.squared

[1] 0.9551182

> summary(lm(beardat$Length~predict(bears.pca)[,1:3]))$r.squared

[1] 0.9552072

> summary(lm(beardat$Chest.G~predict(bears.pca)[,1:3]))$r.squared

[1] 0.9712298
So, in this example all six original variables are captured very well using just the 3 principal components.  

If we had only used one component, then Head Width would not have been explained nearly as well (but it still isn’t horrible… with 70% of its variability accounted for and only 30% unexplained)

> summary(lm(beardat$Head.W~predict(bears.pca)[,1]))$r.squared

[1] 0.7085145
